hectar

Accelerating Innovation in the Public
Research Sector with OpenStack

National eResearch Collaboration Tools and Resources

nectar.org.au

ational Researct

Infrastructure for Australia

i1 NCRIS

MELBOURNIE

nectar

Key topics

- the evolution of the cloud as a technical platform

- the ‘nodes’, how they interoperate, and how they differentiate and add value to
their research communities

- And what next?




Australian eResearch Infrastructure

EIF Super Science eResearch Investments - 2009-2014:
Shared Data:

» Australian National Data Service (ANDS) AUS48M

Research Apps, Collaboration, Cloud

= NeCTAR AUS47M

Data Storage

* Research Data Storage Infrastructure (RDSI) AUSS50M

High Performance Computing

* National Computational Initiative (NCI) AUSS0M

* Pawsey Centre AUS8OM

Networks

* National Research Network (NRN) AUS37M
nectar

The nectar program was actually part of a broad set of eResearch investments over
5 years in Australia. These eResearch investments totaled around $300M over a
period of 5 years. Total EIF SuperScience investment across a range of domains
was $1.2B, with around $300M invested through the Super Science program.

At the time, NeCTAR and RDS (compute + data) were separated. In hindsite this
wasn’t such a great idea..




Cooperative Cloud Support:
How build business value through a
national support service

Nationwide Collaborative Effort
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So I'll start with - where are we today?

The NeCTAR Research Cloud is a single integrated cloud operated by 8 national
partners and supporting over 10000 research user registrations across Australia.

The thing to note here is that these are all quite different organisations. Some are
universities, some are supercomputing centres (with a discipline twist), ...
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Cooperative Cloud Support:
How build business value through a
national support service

Nationwide Collaborative Effort

The NeCTAR Research Cloud is a single
integrated cloud operated by 8 national
partners and supporting over 10,000
research user registrations across
Australia. This innovative infrastructure is
reducing barriers to collaboration and
knowledge sharing across institutional,
state and national boundaries.

nectar

This infrastructure was designed to reduce barriers to collaboration and
knowledge sharing across institutional, state and national boundaries. The fact
that we can take servers and data and ship them across the country, where you
can access all this infrastructure using a single APl and a single Dashboard, are all
in support of these goals.
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Cloud 7 year timeline

Monash QCIF Intersect node iVec node
Melbourne 2560 cores, 512 cores, 4352 cores, 2944 cores,
1920 cores, Q2 2013 Q2 2013 Q4 2014 Q4 2014
Q12012 |
eRSA NCI
Melbourne 2560 cores, | 2560 cores,
POC launched, 3840 cores, Q12014 Q12014
300 cores late 2012 X
UTas, 1408 cores,
Q2 2014
n |
2090 2011 2012 2013 2014 2015 2016
Nectar begins at
u. Melbogume First call for
nodes
Sept 2011 Science clouds
program begins
National cloud Second call
workshops. for nodes
OpenStack selected May 2012
in April 2011
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That’s where we are at now but there’s quite a bit of history stretching all the way
back to 2010 which got us to where we are today, and | think are some broad
themes and features of the approach very much worth appreciating what’s
happened here.

From the very early days, there was a rallying of the community even way back in
2010 to start getting everyone on board. In late 2010 there was a roadshow to
introduce Australian University’s to the nectar program, the inaugural director and
they’re v. small team .

The technical experts from around the country were invited to a workshop in Feb
2011 to talk about what and how. How would we build the cloud? And using what?

There were two node calls, inviting organisations to propose cloud nodes.

The overlay that isn’t show here is that of the eResearch tools and Virtual
laboratory program — which is a significant outcome of the Nectar program...




Early days circa 2011 + 2012

* OpenStack selection — why?
1. (Dev) Community engagement
2. Strong industry involvement and uptake
3. A process and a community-driven roadmap
* Node build, uptake and a focus on low barrier to entry
= One node, focus on bringing on the national community
= Single sign on with your university credentials
= 2 cores for 3 months with a public IP (!)
* National workshops through 2012
= NADojos - promoting data tools and capabilities on the (new) cloud

= Aimed at those who support researchers

nectar

There were some specific activities that happened through 2011 and 2012, these
were designed to establish the cloud and the community early on:

OpenStack selection : | mentioned getting the technical community together early
on to decide on how to select a cloud platform. For cost, licensing complexities,
and so on, various commercial solutions were out.

Proof of Concept — through 2011, 300 core test cloud which was used as a Poc...

Build of the first node & uptake:

After the POC we had the challenge at Melbourne of building the first cloud node. |
will say, some of the early challenges were internal. We were part of ITS which was
traditionally an enterprise shop.

Where’s the business case? Where’s the architecture? We're just going to build it

as we go — experiment with the infrastructure? What’s does the service look like?
We'll only know when people start using it. What’s the SLA? We couldn’t possibly
use opensource technologies to run INFRASTRUCTURE. What do you mean you’re
going to give people a public IP address on University infrastructure? These were

the conversations | would have continuously through the development of the first
node, working to shield the technical team from the broader ITS.

However, it was made easier because we had the CIO on side, and he was the one




who vouched for us and was pivotal in bringing the Nectar project into
Melbourne.

Early wins — lowering the barrier to entry — AAF login, 2 cores — this might shock
you — but we had no T&C's,

At Melbourne was the first node, aimed to establish a groundswell of users across
the country. What happened then was that we had researchers from multiple
institutions utilising that (single node) cloud infrastructure as it was going to be
about 14 months till another cloud node came online.

Next slide:
National NADojo workshops
Early engagement
ALSO ‘Research cloud forum’” @ Unimelb



Early community engagement
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Uber Dojo: Advanced Black Belt Event for
Tools & Data in the Cloud #nadojo
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2 Day Uber Dojo workshop Sold Ot Ended Free
Including certification test
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Research Platforms @ResPlat - 19 Jun 2012
Today we're at the #NAdojo #nectarau / #andsdata #cloud devday in #Sydney,
sold out, 65 attendees, 8 sessions on tools and data in the cloud

Nathan Watson-Haigh @watsonhaigh - 23 Jul 2012
Thanks for an excellent day at the #nadojo in #adelaide. It was good chatting
with all those in the know!

Ben Till @chillihero - 22 Jul 2012
NeCTAR research and data in the cloud workshop today. Good coffee and
muffins #nadojo #radelaide

When & Where

Melbourne University. on Google Mags
It is labelled as the "Castern Rescurce

Centre”
widing calied the ‘Multi-Function

by
Room’.

- It Is the top fioor of this

Early engagement

Focus on a national tour atop operating infrastruture
Dojo style training methodology, designed to ‘train the trainers’ — experts —
technically proficient people who were already supporting researchers in

eResearch

This literally involved members of staff from the University of Melbourne team
going from capital city to capital city on an NADojo tour..

As we had the node at Melbourne, we also rad Research Cloud forums...

These early engagements were essential in building up a strong user community.
Some of our most prominent supporters were users on Day 1, attended the
forums, and are still very active users today.




Node funding calls

Monash QCIF Intersect node iVec node
Melbourne 2560 cores, 512 cores, 4352 cores, 2944 cores,
1920 cores, Q2 2013 Q2 2013 Q4 2014 Q4 2014
Q12012
eRSA NCI
Melbourne 2560 cores, 2560 cores,
POC launched, 3840 cores, Q12014 Q12014
300 cores late 2012
UTas, 1408 cores,
Q2 2014
2010 2011 2012 2013 2014 2015 2016
N;‘_:t;::r:l:?::‘ First call for
nodes
Sept 2011 Science clouds
program begins
National cloud Second call
workshops. for nodes
OpenStack selected May 2012
in April 2011
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Around the time of the first node being launched.
proposal process to establish the nodes of the clo

.. there was a formal request for
ud. Operators, institutions and

other affiliated organisations were invited to put in proposals for research cloud

nodes.




Selecting nodes

Call for nodes
* Two calls for nodes in November 2011 and May 2012.

Expectations
* Operate within an established and evolving architectural framework

*  With with the lead node / core services and do stuff in accordance with
the related policies and procedures

*  Work within the broader operations, maintenance and support
mechanisms

Criteria

* Operational experience, research community engagement, support
models, training, etc.

nectar

Expectations - Note that all these things were evolving.

EIF funding — funded capital S, not operations, so each node had to do its own
thing.

Expectations, the criteria...




Building the cloud

Monash QCIF Intersect node iVec node
Melbourne 2560 cores, 512 cores, 4352 cores, 2944 cores,
1920 cores, Q2 2013 Q2 2013 Q4 2014 Q4 2014
Q12012 |
eRSA NCI
Melbourne 2560 cores, | 2560 cores,
POC launched, 3840 cores, Q12014 Q12014
300 cores late 2012 x

UTas, 1408 cores,
Q2 2014

2010 2011 2012 2 2014 2015 2016
Nectar begins at
U. Melbourne First call for
nodes
Sept 2011 Science clouds
program begins
National cloud Second call NCRIS / Ops
workshops. for nodes
OpenStack selected May 2012
in April 2011
nectar

... Build up of the cloud from the POC through the UoM doing the first node, to
various funded nodes coming online. The total scale of the infrastructure is ~ 40K
cores (funded mostly through NCRIS as well as institutional coinvestment).

The lead node idea started evolving as well.

In 2013, when NCRIS first came online, operations, maintenance and so on started
to become supported. So the core services idea was developed further
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Refining the approach, 2013+

“Work Packages” for Improved & Continued Operations:

Code Title / Activity

WP2 Monitoring and Reporting Services - Lead: NCI

WP4 Quality Assurance of NeCTAR VMs - Lead: Monash

WP6 User Support — Lead: QCIF

WP8 Cloud Allocations Policy & Improvements - Lead: Monash

3 operations streams

- Research Cloud Core Services
- User Support

- National Server Program

Ops improvements
OpenStack consistency across
nodes

Reduced effort in upgrades
Improved core services uptime
>99.895% first half 2015 and
now regulary at 100%

NCRIS from 2013 brought in funding to support an uplift of capabilities ..

11



A single, federated infrastructure

An OpenStack based cloud infrastructure

* Asingle cloud deployed across 8 host organisations
= |mplemented using OpenStack Cells

) ) Researcher
| Higher-level cloud services |\ Access

n Cloud Middleware & Federation

S NeCTAR-funded Nodes /
e -fun
OpenSta(k Compute and Storage Resources ,..:/T\‘j -

Other instruments & Infrastructure =

Nodes of the cloud are able to differentiate on a number of

levels, while being part of a federation. Researchers will
mainly use higher level services.
nectar

So what we ended up with was this....

So, with the middleware all strung to a central APl endpoint, how different can nodes look?

12



Nectar OpenStack deployment

A single cloud dashboard (and APl endpoint)
*  OpenStack cells to support 8 regional sites:
=  Early adopters of Cells - thanks RackSpace
*  Users can request a site — or deploy anywhere.

Global Object Storage federation (Swift)

*  Providing data redundancy across sites / o
laaS & platforms R m\ o

* Standard & specialised instance configurations u.....¥ £ o

* ‘Golden images’ and community contributed images B \ ol

* Storage services (block, swift...) Tasmania
OpenStack Higher Level Services

* Data & analytics — Trove, Sahara, Gnocchi

* Application Services — Heat, Murano

* Software Defined Networking — Neutron

» Storage, backup & recovery — Swing, Cinder and Manilla

nectar
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Some facts

Supporting Australian research at scale

*  Single sign-on with University username and password
*  Australian Access Federation.

Any researcher, anywhere...

10,778+ registered users
since Jan 2012
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NeCTAR Research Cloud Ops Team

E total)

Yo
5

...a federation of 8 operators (~ 16 FT

I'd like to spend a bit of time talking about how the national cloud is operated, the
structures, experts and community which which support this infrastructure. From
what it was 5 years ago, it is now quite a highly evolved, collaborative and
streamlined process.

Nectar training Australias openstack expertise.

Nationally ~ 16 FTE spread over 60+ people
Core Services
Distributed Help Desk
Node operations and Node management
Nectar Directorate — federation business mgmt
Supporting — 10,000+ registered Nectar Cloud allocations
plus 1,000’s of users within many these allocations

Distributed approach provides for collaboration and skills
development and transfer across the nation

Argue that inefficiencies and extra work that come from a distributed approach is
more than compensated for by benefits of collaboration and skills development.

15



The People who Operate Nectar Research Cloud

Core Services

* B6EFT-4at UoM and 1 each at Monash and NCI

* 1EFT - Operations Manager

* Monash and NCI EFT split over several people
Distributed Help Desk

1.4 EFT spread over up to 10+ people over 6 organisations
* 0.8 EFT Service Manager

Each of the 8 nodes
* 0.6to 1.5 EFT dev-ops system admin people

Line management and Node management also in the operations conversation
Each node also RDS node — often same people doing RDS and Nectar RC work

nectar

The Monash and NCI Core Services EFT being spread over multiple people does
experience service level difficulties from time to time

The DHD is underpinned by a rotating team who take on helpdesk support for the
national community ...

16



Core Services services
not just sys-admin and devops

Tech Advice and
Architecture High Level

Work Pack

(ar?; ol:((e:r o Support for developers

external dev) and end users

Integrations

Documentation, Dev

OpenStack and Test environments
Upgrades

Sys-Admin And DevOps

|/
Support DHD

OpenStack
Community

engagement

Operational - Reporting,
Support and Management suthentcation.
authorisation, WP code

maintenance

Env upgrades

(DashNet, Skills transfer
Under Cloud)

Communications - incident
management, services
disruption, new services

necta r NeCTAR Core Services - Services and Activities (Apr 2016)

Core services and the broader national team actually engage in a range of more
engineering and technical roles, as well as ‘softer’ areas of activity.

Many people were not aware of the softer areas of activity that Core Services was
engaged in. The point was to communicate to Management at Nodes and other

management outside of Nectar the bredth of activities that Core Services is
engaged in.

17



User

Anticipated WP6 Support Structure and Shared Services

§:: % ré
§-- - § § §z :
§_.’_§ 5 g &
e,

i -

== L)
Tier0 Tier 1 Tier2 Tier3 Tier 4
nectar

Research Coud

VUs/RT's

Support hierarchy for users of the
tegend  Nectar Research Cloud:

ot dased [ 1 g
e

.

.

VL (domain) Support

Node Help Desks

Distributed Help Desk (note 1)
Core Services

Vendor

(Note 1: DHD is first contact in
most cases)

We didn’t know this on day 1

18



Activities used to “glue” distributed ops

Six Monthly Tech and Operations Workshops

* Physically bringing Core Services, Node Operators and DHD together for 2 days
Fortnightly RC-ops meetings

* Video Conference of Core Services, Node Operators and some DHD
Weekly Core Services meetings

* Video Conference of Core Services staff from UoM, Monash and NCI
Fortnightly DHD meetings

* Video Conference of 5 nodes participating in the DHD
Monthly Control Group meetings

* Video Conference - Node Management, Nectar Directorate, DHD and Ops Mgmt

nectar
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Tools used to “glue” distributed ops

SLACK = Channels for RC-ops, Core Service, DHD, Science Clouds etc.,

ZOOM - video Conferencing extensively used for meetings and impromptu discussions
Email - of course
GitHub, Gerrit, Jenkins

Distributed help desk system — FreshDesk based
Documentation

* Wiki for Core Services and Node Operators

* FreshDesk Knowledge Base for end users (and public side of Operations)

nectar
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Access [
Layers:

laaS:

Tenancies: : :
Monash
Other 1

2 MONASH Unwversity

| really powerful thing here is that what this basic underpinning infrastructure
allows a proliferation of different focii and business models to exist atop a
common platform.\

That is... each of the nodes have evolved independent capabilities atop the
common cloud platform.

This is the power here. Common APls, common operations, common platform, but
a diversity of nodes ,each with their own discipline —focussed research interests.

What | want to get across here is that just because you have a common platform
which enables and support collaborative research, it doesn’t need to look the
same everywhere. It can be diverse and representative of local needs.

Monash University

There are always many “front-doors” we need to provide, as sometimes it is the
national programs that fund a resource, sometimes it is the university, and
sometimes is a research community. These are the “Access Layers”. Researchers
who use these “front-doors" want the right shape of
computing/storage/networking resource for research. Thanks to the NeCTAR

21



investment, we developed a map of how researchers (under an era of no capacity
constraints), of how time-vs-utilisation of a cloud resource relates to flavours. We
need, and will always need, more flavours than the commodity
(web/container/etc) markets will provide at competitive prices. This is the laaS
layer in the diagram. The entire set of resources of flavours is orchestrated
through OpenStack (and in our case Cumulus and Ceph) independent of who
funded that resource (tenant)."

Another case in point here is the k

21



Time

Cloud nectarcloud
Virtual Machine Size Up to 16 cores
and 32 GB RAM

16 core VMS are scarce

Dedicated VMs No
Availability Australian AAF only

Management  Self provisioned subject to
NeCTAR authorisation

Cost Inconsistent national
subsidies may apply

necta r time.intersect.org.au/OwnTime

Intersect.org.ou

Up to 64 cores
and 1 TB RAM

Yes
Unrestricted

IT or Self provisioned
subject to commercial
agreement

Published pricing at list
and member rates

Intersect is an incorporated company, which provides services to the NSW research
and govt communities. So the model it utilises is very different to say melbourne or
monash. Again, common APIs, common platform, but a different delivery model,
different customers, diverse services, etc.



Live open

and prosper |
bl ]

Your research data shared with domoin-iizeciﬁc platfortns,

anywhere on the planet, for everybody who heeds it.

Have gone to great effort, much more than other to market and promote their
services to the NSW research and government community in pretty funky ways,
through promoting HPC, cloud and data services as time, owntime and data

respectively. Userbase is diverse.



Requires cross-domain research

* Modelling Extreme & High Impact events — BoM

* NWHP, Climate Coupled Systems & Data Assimilation — BoM, CSIRO, Research Collaborations
* Hazards - Geoscience Australia, BoM, States

* Geophysics, Potential Fields, Seismic, Electromag — Geoscience Australia, Universities

* Monitoring the Environment & Ocean - ANU, BoM, CSIRO, GA, Research, Fed/State

* Agriculture/food security issues

Tropical Cyclones Volcanic Ash Bush Fires Flooding

Cyclone Winston Manam Eruption  Wye Valley & Lorne Fires St George, QLD
20-21 Feb, 2016 31 July, 2015 25-31 Dec, 2015 February, 2011

Ben Evans

3D Geophysical Models

nci.org.au
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6.

Integrated Environment — HPC and Cloud

Integrated HPC-HPD Environment Server-side

Data Services analysis
and visualization
THREDDS jf, ESGFW

. Ca q‘ £
‘OPeNDAP n{‘;GeoSemer @‘. ‘ '_‘

[ I
Raipn Login
NO data 3000 Core et

penstack Rajin 1.2 PFlop
] WPC Compute

20 Cugll l

/p'data S6GL FDR 1D Fabric

Rapn S406 FOR 18 Fabeie

Masudata Persatent ghobad
(eape) paraliel Hevpnzerm

VDI: Cloud scale user
dgsktops on data

nci.org.au

NCI has integrated the cloud infrastructure so it plays an integral part in the
whole environment. Until Nectar came along, NCI were not engaged in cloud at
all.

We have built our own Puppet Application level environment which support
their primary services

We separate out the core application service environment from the non-
managed environment. The core application environment has tighter security
controls and access to the data e.g. 10+Pbytes of reference data. Most data is
made available to non-managed nodes via community standard “data services”
rather than “NFS”.

There is an ecosystem of core environments — our Virtual Desktop
Infrastructure (VDI), and other core services and Virtual labs.

There are then various virtual labs and portals that can then be built of our
core services

... all supported and underpinned by the cloud platform

25



Compute Virtual Portal Machine

Intensive Laboratories views Connected
s
i
\ | NERDIP Data Platform |
Fast/Deep Data Serve.r-side Program
Data Access Services functions access

Ben Evans et al

Another, more clear example of our data platform for Earth Systems. It’s the

National Earthsystems Research Data Interoperability Platform (NERDIP).

The view is that we should provide a foundation layer than works functionally and

performantly correct for various types of access. HPC, VLs, Portals and
programmatic access via machine connected services deep into the data.

nci.org.au
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iPython Notebooks .

Ben Evans et al nci.org.au

The use of python/jupyter notebooks is now very ubiquitous. We provide a full-
features VDI environment that we use, and we make sure that the python
notebooks work internally as well as via services.

Our VDI has lots of software tools and libraries well which have direct access to the
large repositories of data.

27



ARCGIS

World Wind Explorer

rasdaman |

raster data management

Ben Evans et al N Earth

Here is just a small selection of all the range of portals, VLs and workflow
environment that are built from this ecosystem.

28



Cancer Therapeutics CRC
Access fo cancer research data, tools and
visualisation on the NeCTAR Cloud
Providing access to analysis and
visualisation tools, and over 30TB of
cancer research data on the
Research Cloud.
The Nectar choice was easy, and the
migration process seamless.

“The service, support and responsiveness that
we have received from the Nectar feam has
been first class, and feels like an extension to
our own internal support services.”
Paul Reeve, Director of Operations,
Cancer Therapeufics CRC.

NeCTAR
Research Cloud

Find and visualise interesting

genes in datasets from

Supporting innovation feading st cell

and collaboration in the

business of research. o
+*100 cores, multi-site
«NCRIS supported.
nectar e

laboratories on the Research

Plant Energy Biology

Centre of Excellence
Building collaboration on the Research Cloud.
Researchers study how plants
capture energy from sunlight and
how they use that energy to grow
and develop.
Hosting collaborations with the Max
Planck Institute and the Beijing
Genomics Institute — on the NeCTAR
Research Cloud.
“NeCTAR makes it much easier, much faster. It
means more collaborations — projects that
wouvuld have just been too hard to go ahead.”
Professor lan Small, Laureate Fellow, West
Australian Scientist of the Year 2015.

Stemformatics
Stem Cell data visualisation on the Cloud.

*Over 400 users nationally : g7 -

¥ = o= J9:

So they were the node-specific examples, but of course the cloud now underpinns
a tonne of research activity around Australia, really supporting innovation in the

business of research.

CRC — migrated to nectar cloud while completing potentially Australia’s largest
research commercialisation agreement. Seamless migration.
Leverage their own IT team — with support from the nectar team.

Plant energy biology — ease of sharing access to data and services.

Stemformatics — agile and redundant infrastructure to support access to key data
and services for stem cell research in australia.

Also — international users.

Access to sector-based cloud infrastructure is changing the way research
institutions, centres and institutes offer access to data and services.

More agility — more innovation — less risk.
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NeCTAR Virtual

Genomics VL Biodiversity and
Laboratory Case 2 Climate Change VL
d . “This is the best exemplar g
Stu 1€S of this kind of platform in ™ “..decreases the time to
the world... Genomics complete biodiversity
capability for the masses." e analysis from 2 months to 5 [
Assoclate Professor Andrew , minutes, supporting new »: e N
Lonle, Director, EMBL-ABR. % applications in research, ”m//d :'fm' preee
government and industry." FEV™ \,
The Peter MacCallum Cancer Centre is using Professor Brendan Mackay, p A "
the GVL in the NeCTAR Research Cloud, Director, Griffith Climate y
providing instant access to Genomics tools Change Response Program

and data for Algggiian biologists Accelerating biodiversity—climate

change modelling across large
. . disparate datasets quickly and easily
Virtual Laboratories are: on the Research Cloud.

Marine VL

“MARVL enables researchers

= Accelerating research

" Leveraging the Research to start thinking about their
Cloud for wide access and problem sooner."
. Dr Roger Practor, Diractor e-Marine
collaboration Information Infrastructure Faciity.
* Bringing together ?coa:d:bsméaﬁom'a?d mi?domng's
i i 'or marine and coastal environmen
observation and mOde"mg lan Coghlan is studying coastal

erosion. MARVL saves him 3 months
effort to access local data, wave

del simulati d ti
nectar :r;?ouercs(;rsr?u ations and computing 30
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Future Directions: International Science Clouds

NeCTAR pioneered the way — but others have followed:

* Over 22 International Science Clouds established (OpenStack-based)
- Jetstream at Indiana U is 15000 cores - CERN cloud is 151,000 cores, 60,000 more in 2016
- Chameleon NSF cloud is 16000 cores - CLIMB UK cloud is 7680 cores (4 Unis)
- UTSA Open Cloud Inst. is 12000 cores - Compute Canada Research Cloud (distributed national
- Grid.5000 in France is 8000 cores resource)

* NeCTAR is pursuing interoperability with International Science Clouds:

= QOpenStack Scientific Working group
= Global e-Infrastructures Interoperability Working Group
= Boston Declaration (next week @ the OpenStack summit)

nectar
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Future Directions: Australian Science Clouds

Researchers Biologists Ecologists Marine Scientists

BioPlatfo TERN
NCRIS Australi

Research Institutions,
Communities,

Australian Australian Australian

Research BioSciences Ecosystems Marine CRCs, CoEs, ...
Capabilties Cloud Science Cloud Sciences Cloud £ R
Access to: Access to Access to: "EEEEEE \ TN
appications, data, skill appications, data, applications, data, | /
platforms, Virtual Labs, S platforms, Virtual Labs, platforms, Virtual Labs, 4
NeCTAR \_ compute and storage  /Partnerships \ compute and storage  / \ compute and storage “\ Vi
Software Biolnformatics '"B'z';:[:‘ Ecolnformatics Informatics
Infrastructure Comgite e 9 Analytics
Storage Software Engineering
APls
Infrastructure Compute, Storage, Networks
NeCTAR .
Research e Commercial Cloud | "‘b ) Microsoft RackSpace
Cloud Service Providers: eb Services Azure

Virtual Laboratories and Cloud to support Australian Science Clouds:

» Strategic Partnerships with Discipline infrastructure capabilities to co-deliver infrastructure

* Access to a supported eco-system of Virtual Labs, research apps, data, tools and models
* Access to sector and commercial cloud resource providers — multi-cloud strategy

nectar

A strategic direction that was established by the Nectar program about 18 months
ago was the move ‘up the stack’ to science clouds.

Nationally, we’re in the process of Establishing 3 Science Clouds, Australian
BioSciences Cloud, Australian EcoSystems Science Cloud, Australian Marine
Science Cloud.

A science cloud in general terms does three key things:

(1) Leverages the common infrastructure in the Research cloud and the Virtual
Laboratories programmes and tunes portions of it to meet the needs of specific
research communities.

(2) They are a vehicle for investment. They give us a label to allow a domain
specific focus for investment into common infrastructure. This supports strategic
partnership with the research community to shape the infrastructure to meet their
specific needs.

(3) Science Clouds are a vehicle for organizing cross-institutional resourcing. What
the VL program, and these science cloud program have done and will continue to

do is join together experts from a diverse range of institutions who want to work

to a common discipline cloud.
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MARINE CLOUD - To provide marine scientists and students a robust framework of
tools and resources with easy access to open data in a standard environment.
Designed to reduce the time for tool and code preparation as well as the data
discovery process.

ECO CLOUD - A place that all environmental, climate and biodiversity data is
dynamically and natively available to common analysis tools. A place where
researchers can view, query data regardless of location. A place where
researchers can get accurate and up-to date scientific and technical user support.

BIOSCIENCES CLOUD - Define a common platform and set of services upon which

national significant outputs such as datasets, tools and workflows can be
published and utilised by the national biosciences research community.

Make the cloud more attractive for coinvestment
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Final remarks

1.

&

Treat OpenStack as a diverse set of tools and methods, and build your
capabilities in response to this
Automate and automated some more
Take risks early, and evolve and harden as you go along
Focus on the ‘engagement ecosystem’ - researcher education, early,
often and face to face (& realise that 1aaS is not designed for
researchers)
Embrace (platform) diversity
Build an accessible and core OpenStack capability, and build a
national team
Participate in the international OpenStack community

nectar

1. There is a real complexity to openstack. It’s a diverse set of things, it’s not just
a software tool you install. Release management, testing, debugging,
development, distributed helpdesks, engaing with users, these are all things
which must be appreciate

2. The overall cloud function is lean because of this, and its an ongoing function
that takes time and effort..

3. i.e.the 2 core argument... and T&C’s only implemented now...

4. Node success factors...

5. Diversity of approaches and nodes..

6. Building a core, accessible team of engineering expertise and prowess really
helps lift the competency of everyone. It’s very easy to fumble around with
openstack for months. Having access to an extended network of experts is

extremely beneficial. And it builds up expertise over time in a distribute way...

7. Contribute / Go to the summits / Learn / connect
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Thank you ;-)

OpenStack workshop tomorrow - Justin & Sam.

Let’s keep working together to build open, interoperable and
international-scale cloud platforms for research.

@DrStevenManos

nectar
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